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Abstract

E-mail is oneof the mostpopularapplicationson the In-

ternet. Like mosttraditionalInternetservicesthe trans-
port of mails relies on the TransmissiornControl Proto-
col (TCP), allowing the applicationsto adaptto almost
ary available network bandwidthand packetloss rates.
As mostmail client softwarefor residentiausersendsto

view thetransmissiorandreceptionof mail messageas
amoreor lessinteractiveprocessthe delaysfor sending
andreceving e-mailsbecomeanissueto theusers.

In this paper we shav that a significantshareof the
lateng both for sendingand receving e-mailsis dueto
serialprocessingdf commandswhich canhardly be re-
ducedby increasingbandwidths. Threelong-timereal-
life Internettraceshave beenevaluatedusingapplication-
level analysis.A secondesultis thatheavy-tailed distri-
butionsare not only found as expectedin the mail sizes
but alsoin the durationof commandexchangedeforee-
mailsaretransmittedandin the numberof e-mailstrans-
mittedin an SMTR POP3or IMAP connection.
Keywords: Application Level Performance; E-Mail;
Traffic MeasurementSMTP;POP3;IMAP; PacketTrace

1 Introduction

Electronicmail (e-mail) is one of the mostpopularser
vicesandone of the largestsourcesof traffic on the In-
ternet. The TransmissiorControl Protocol(TCP)is used
bothfor reliablecommunicatiorandto adaptto theband-
width availableon alink. However, contraryto frequent
belief, this doesnot imply thatthe e-mailis completely
uncriticalin termsof performanceequirements.

On the userlevel, e-mail is a methodfor the asyn-
chronousdelivery of messagesind documentso other
userson the net. This view is adequatdor the level of
communicationbetweenone userand anothey andit is
onereasorfor the popularityof theservice.However, the
modeof communicatiorgetsmoresyndronousat thein-
terfacebetweenthe usersand their e-mail clients, espe-
cially in residentiaket-ups.Thisis dueto threereasons:

e Userswho pay time-basednternetaccesschages
may be carefulnot to stay online longerthan nec-
essaryandthereforewait for the procesof sending
or retrieving ane-mailto complete.(Of coursethis
taskcanbe delegyatedto the mail client software.)

1Buteventheoriginal Internetmail standard1] views asynchronos
and“instant” messagingstwo realizationsof the sameconcept.
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e Somee-mail clients effectively block accesdo the
mailboxor evento thecomputers graphicaluserin-
terfacewnhile retreiving or transmittingmessages.

e Many peoplewait for the “mail sentsuccessfully”
messagdo make sure that an e-mail has actually
beenacceptedhy themail sener, to excludeaddress-
ing problemsor simply to be surethatthe message
hasleft thelocal computerandthatit is safeto close
thelnternetaccessonnection.

Theinteractionsequencéor aresidentialusersending
ane-mailusinga time-chageddial-up Internetaccesss
sketchedn Figurel. After composinga messageffline,
theuserinstructsthe mail clientto sendthemessagéo its
destination.After the dial-in, which canhave happened
before, the messagés transferredto a mail sener via
the SimpleMail TransferProtocol(SMTP)[1]. Themail
client may inform the useraboutthe currentstateof the
transfere.g.by indicationdike “looking up mail sener”,
“contactingmail sener”, “sendingmail message”/mail
sentsuccessfully’beforetheuserknowsthatthemessage
hasbeenreceved by the next hop mail sener andit is
safeto closethe Internetaccessonnection.
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Figurel: Interactionbetweeruserand mail softwarefor
sendingane-mail.

Dueto the mixture of technical financialand psycho-
logical reasonsthe processof sendingandretrieving e-
mailsis rathersynchronousn naturefor residentiausers
andthereforethelatencieobseredwith e-mailtransfers
aredefinitelya performancéssue.

This paperis focusedon the performanceaspectsof
SMTR POP3andIMAP connection®obsenedontheln-
ternet. However, it mustbe mentionedthat an increas-
ing portion of usersaccesgheir mailboxesvia Web mail,
using a Web browser interfaceand the HTTP protocol
to write andreade-mails. As thoseconnectionsannot
be distinguishedfrom other Web traffic in anorymized



packetheadertraces,it is impossibleto extract perfor
manceresultsfor Web mail. However, both the perfor
manceobsered with generalWeb traffic [2, 3] andper
sonalobsenationsusing Web mail indicatethat the per
formanceproblemsdiscussechere are not resohed but
ratheraggraatedby the useof Webmail interfaces.

1.1 Contribution and Related Work

The main contribution of this paperis the obsenation of
protocolperformancdor e-mailtransfemprotocolsin real-
life situations,basedon an applicationlevel analysisof
the transportlayerdatain packetheadertracescollected
by passie monitoring. The methodhasbeenusedbe-
fore [2, 3] for HTTP performanceanalysisand is now
employedo extractSMTPR, POP3andIMAP performance
andtraffic characteristicrom long-termtraffic traces.

Detailedresultsaregainedfor SMTR POP3andIMAP,
describingprotocol andtraffic characteristicaswell as
the performancehatwasobseredby therealuserswhile
the traffic traceswerecaptured.Connectionlevel traffic
characteristicfor several TCPbasedorotocolshave been
investigatedy Cacerestal. [4] beforewithoutregardto
applicationlayerintra-connectiordetails.

A similar analysistechniqueasusedherehasbeenap-
pliedby Smithetal.[5] whoinvestigatedVebtraffic char
acteristicsandtheir evolution over the yearsfrom unidi-
rectionalpacketheadetraces.

Active measuremenstudies[6, 7, 8, 9], which have
lessrelationto the performanceperceved by real users
but yield morereproducibleresults have beenconducted
with afocuson HTTP. They have recognizedateny asa
main performanceproblemin Web accessHuitemaand
Weerahandj10] usedactive measurement® investigate
thedelaydueto DNSlookups.

1.2 Traces

Threeextensve traffic tracesare evaluatedin this paper
TracesA andB have beencapturedat residentialsitesin
Germary in 1998-1999.The set-upandbasiccharacter
isticsaredescribedn [11]. As the Internetandinternet
applicationshave definitely evolved in the pastyears,a
morerecentraceavailableonlinefrom NLANR [12] was
includedas“TraceC” for comparisonA summaryof the
tracecharacteristicef thethreetracess givenin Tablel.

TraceA wascollectedduring May throughDecember
1998from anEtherneswitchconnectingaround100stu-
dentsin theirdormsto the Internetvia ADSL, with thein-
dividualaccesd$inesconfiguredo 2.5Mbit/s downstream
and384kbit/s upstreandatarates.Dueto technicalcon-
straints,userswere divided into 15 groups,which were
monitoredcyclically for oneweekeach.

Trace B was recordedfor five weeksin March and
April 1999atalocalInternetServiceProvidergiving Mo-
demandISDN dial-up accesgo around300 users. The
Internetbackboneconnectiorwasa 128kbit/s line; only

Tablel: Summaryof the numberof packetsconnections
and items obsened in the tracesfor SMTR, POP3and
IMAP.

TraceA TraceB TraceC
Packets 60M 43M 219M
SMTP connections 2.1k 3.4k 335k
SMTP mails 2.1k 4.3k 324k
POP3connections 34k 31k 88k
POP3mails 5k 12.8k 5.2k
IMAP connections - - 6.3k
IMAP mails - - 7.5k

alocal HTTP andmail sener could be reachedat higher
rateswith datacompressiomndISDN channebundling.
TraceC consistsof the first seven days(Feb 20-26,
2001) of the “Auckland-IV” trace[12] capturedby the
WAND researclyroup[13] atthe Universityof Auckland
Internetuplink, availablefrom NLANR MOAT [14].

1.3 Trace Evaluation

The measuremenpoint on the accessetwork between
clients and core network allowed us to record the full
traffic from andto users’computersn TracesA andB.
When consideringdelays, the additional delay between
the measuremenpoint and the client computermustbe
takeninto account.This delaywasfoundto bevery small
(at mosta few ms) for the ADSL accessn TraceA and
ratherlarge (morethan100ms)on somemodemlines of
TraceB in apreviousstudy[2]. Obviously, capturingtraf-
fic behinda local campusnetworkasin TraceC reduces
theobsenableassociationto thosebetweemmachinesn-
sideandoutsidethe campusandtheactualdelaybetween
themeasuremermointanda clientcomputelis unknawn.
Thereforemeasuresveredefinedasround-tripmeasures
wherepossiblge.g.in three-wayhandshakesyothatthe
actualallocationof delaysbetweenclient, measurement
pointandsener doesnot matterfor thosemeasures.

The packetbasedtraceswere evaluatedby analyzing
thetimestampssizesandTCPflagsof therecordedhack-
ets. Protocolsandclient/serer rolesweredetectedising
the sener sidewell-known port numbersor SMTP (25),
POP3(110)andIMAP (143).

In the analysis,a separatgrotocol statemachinewas
run for eachconnectiorandprotocolof interest,analyz-
ing the stateof the connectiorby observingthe dialogue
behaior betweerclientandsenerthroughTCPflagsand
sizesof the packetsexchanged. Somedetails of these
statemachinesaregivenbelow for thedifferentprotocols.

1.3.1 DNS

The simple statemachinefor the Domain NameSystem
(DNS)obsenedoutgoingDNS requestsrom aclientand
waitedfor anincomingDNS packetdirectedto the same



client port. Repeatedequesipacketsfrom the sameport
— signsof time-outsdueto slow sener reactionor packet
loss — wereignoreduntil a reply wasreceved, i.e. the
DNS lookuplateny wasmeasuredelative to the instant
of the original requesin this case.A DNS request/reply
pair was associatedvith the following TCP connection
openedto a sener if the client had not communicated
with thatsener’s IP addressluring the previous 15 min-
utes. CommunicatiorbetweenDNS seners (port 53 to
port53, TCPor UDP)wasignored.

132 SMTP

TheSMTR, POP3andIMAP statemachineseliedsolely
on the timestampspacketssize, IP and TCP headerin-
formationrecordedn the traces. Evaluatingpacketsize
andTCP“Push”flaginformationallowedto extractchar
acteristiceventsfor theseapplicationlayerprotocols.

After the client opensan SMTP connection the first
downstreanpacketcarryingdata(packetizegreatetthan
44Bytesandthe TCP“Push”flag set)is the sener greet-
ing. A dialogueof commandsand answerstakesplace
afterthegreeting.Beforean SMTP clienttransmitsane-
mail tothesener, it sendg¢he DATA commandn apacket
with the TCP“Push”flag setand6 octetsof payloaddata
(D, A, T, A andtwo controloctets).A unidirectionalflow
of datafrom theclientto the senerthatfollowsthis com-
mand can be safely recognizedas an e-mail message-
the sener only acknavledgesthe datapacketsreceved
from the client and doesnot sendapplicationlayer data
itself. Thefirst packetfrom the sener that containsap-
plication layer dataafter sucha phaseindicatesthe end
of the e-mailtransfer Beforestartinga new mail upload
to the sener, a client would eitherclosethe connection
andopena new oneor sendan SMTP RSET command
(anothemacketwith six octetsof applicationlayer data)
to resetthe applicationlayerstateof the connection.

The correspondingstatemachineimplementedo an-
alyze the tracescontainssomeadditional code to deal
with the most commonpatternvariationswhich an ex-
pert could recognizeby optical examinationof a packet
headertrace. Around 1% of the connectionshadto be
droppedfrom the evaluationbecausehey containedpat-
ternswhich by humanexaminationcould not be recog-
nizedasmakingsense.

133 POP3and IMAP

In generalthe samestatemachineconceptwasusedfor
POP3andIMAP asfor the SMTP analysis.

In contrastto SMTP connections,POP3and IMAP
connectionslo not necessarilyransporte-mailmessages
astheclientcannotknow if therearenew messageavail-
ablebeforeopeningthe connection Correspondinglythe
applicationlayer communicationpatternsin POP3and
IMAP connectionsaremorevariablethanin SMTR

Mail messages atleastthosetransmittedn morethan
one TCP segment— wererecognizedy the sener trans-

mitting more than one datapacketto the client and the
client sendingacknavliedgmentpacketsonly without ap-
plication layer data. This methodfor detectinge-mails
is unableto distinguishbetweene-mailsandlong mail-
box contentdistingsretrieved from the sener asa result
of a POP3LI ST or an IMAP LI ST or SEARCH com-
mand.A properdistinctionbetweene-mailsandmailbox
listingswould requireapplicationlayerinformationto be
capturedn thetraces.Dueto privag/ concernsthis was
notdonein TracesA, B andC.

2 Sending E-Mails (SMTP)

In the typical residentialscenario,the mail client pro-
gramtransmitsan e-mail messagéo the Internetservice
provider's mail sener using the Simple Mail Transfer
Protocol(SMTP)describedn RFC821[1]. As mostresi-
dentialusersgdo notalwayskeeptheircomputersonlineor

do not have fixed Internetaddressegnails are not deliv-

eredto thesecomputersvith SMTP but needto be stored
at a provider’s mail sener andfetched by the recipients
using protocolslike the PostOffice ProtocolPOP3[15]

or theInternetMail AccessProtocollMAP [16].

2.1 Protocol

Like most popular Internet services’ protocols (except
FTP), SMTP usesa single TCP connectionto transfer
both control commandsaindthe actualmail data. A ba-
sic SMTP messagsequencés sketchedn Figure2.

If the IP addressof the mail sener is not known, it
is lookedup usingthe Domain Name System(DNS). A
TCP connections thenset-upto the mail sener andthe
clientwaitsfor agreetingmessagérom the SMTP sener
containinga 220 reply codeand somegreetingtext. In
a good-casescenario,the client will then sendat least
three commandswhich are all confirmedby the sener
with 250 ( OK) replycodes.Theclientgreetsthesener
usingthe HELO (or EHLO for ESMTP)command. The
MAI L FROMcommandndicateghe“envelope”mail re-
turn addressandthe RCPT TOcommandgivesthe “en-
velope” mail addresof a recipient. The lastcommand
can be repeatedf the mail is to be deliveredto multi-
ple recipients. Whenall commandshave beenacknavl-
edgedby the SMTP sener, theclientsendsa DATA com-
mandandwaitsfor thesener's 354 reply, confirmingthe
changeof communicatiormodesinsidethe TCP connec-
tion from commandexchangeo datatransfer The DATA
commandconsistsof six octetsin a single packet(the
string“DAT A’ plusonelinefeedandonecarriagereturn
characterand canthusbe easily distinguishedrom the
previouscommanddy its packetsize.

The client thensendsthe mail messageNote thatthe
popularRFC822mail headergTo:, From:,Cc:, Subject:,
etc) arenot transmittedn SMTP commandsut are part
of the mail messagérom the point of view of the SMTP
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Figure2: Messagesequencdor DNS lookup, TCP connectiorset-up,SMTP commandexchangeandmail upload. TCP
Acknowledgmentpacketshave beenomittedafter connectiorset-up.

communication. The addressinformation in the head-
erscanthereforediffer from what wastransmittedn the
SMTP commands.The end of the mail messagés indi-
catedby the client sendinga specialstring (a“.” ona
separatdine), to which the sener shouldrespondwith
another250 OK message. The correspondindatencies

for the differentphasesredefinedin Figure2.

2.2 Measurement Results

By analyzingTracesA, B and C, measurementesults
have beenobtainedfor the differentlatenciesaswell as
the numberof commandsprecedinga mail uploadand
the sizesof the singlemails. Their meanvaluesandcoef-
ficientsof variatior? aresummarizedn Table2 andvisu-
alizedasassociatethargraphsn Figure3. A noteof cau-
tion is necessargoncerningheuseof thesemeanvalues:
The extremely high varianceandthe power tail property
of mostunderlyingdistributionsmakesmeanvaluesnei-
ther stablenor very representatie for the measuregdam-
ples. Distributionswill be given on doublelogarithmic
scalesbelow to allow extracting quantilesin additionto
the measuredneanandvariancevaluesgivenin Table2.

A DNS lookupwasobsenredbefore40% (23% / 4 %)
of all SMTP/TCP connectionsin Trace A (B/C). The
lower rate of DNS requestsn TraceC is dueto the dif-
ferentmeasuremenbcationattheaccespointof alarge
campusnetworkwherethe traffic of clientsaskinga lo-
cal DNS sener wasnot capturedand couldthereforenot
berelatedto the startof an SMTP/TCPconnectionOnly
computersthat requestechameresolutiondirectly from
remote DNS seners before openingan SMTP connec-
tion could be countedfor the DNS statisticsin TraceC.
A brief look atthe barsin Figure3 indicatesthatthe per
formanceof e-mail uploadsin high speedconnectionss
severelylimited by thecommandiialoguesandsener re-
actiontimesin SMTR Only transfersf large e-mailscan
profit from high bandwidthconnections.

2For a non-negatie variable, the coeficient of variationis defined
asthe standardieviation divided by themeanvalue.

Table2: Meanandcoeficient of variationof latenciedor

the differentstagesof an SMTP connection,mail sizes
andnumbernf commanddeforeatransfer Randomvari-
ablesT, denotelatenciesasdefinedin Figure2. Nearp

is thenumberof commandgprecedinga mail transferand
Smait thesizeof amail messagec, is the coeficient of
variatiort.

TraceA TraceB TraceC
mean ¢, mean ¢, mean Cy
TopNs 0.4s 8.6 0.9s 4.1 0.4s 18.3
Tsyn 0.05s 58 04s 41 08s 10.2
Tyreet 04s 81 06s 64 58s 25
Tewmbp 1.1s 2.3 2.0s 33 2.5s 5.8
Newmp 42 0.3 44 04 43 04
Thara 0.08s 0.6 0.5s 2.9 1.5s 13.3
Tovait 21s 9.7 132s 46 2.8s 16.7
Smail 88kB 9.6 71kB 49 33kB 10.7
Tworx 013s 1.8 0.1s 100 04s 16.2

As most e-mails are first relayed to a local malil
sener evenif they areaddressedb far avay places,the
TCP connectionset-uplateny Tsy n, betweenthe first
client SYN andthe client ACK packetacknavledgingthe
sener’'s SYNWFACK packet,is very low. The largestla-
teng/ componentarethe SMTP commandslialogueand
the mail transfer Thelow speedaccesdinesin TraceB
leadto longermail uploadtimesthanin TracesA andC.

As expectedfrom previous investigationsof Internet
and Web traffic [17, 18], not only Web documentsbut
alsoe-mail sizeshave heary-tailed distributions. A fur-
therlook on the distribution of single e-mail sizesplot-
ted as cumulatve complementandistribution functions
(CCDF)in Figure4 revealstheir heary-tailed nature. A
Paretotail P{Syq.i1 > 2} = (zo/z)* hasbeenfitted to
the distribution of mail sizesin TraceC in therangebe-
tweenlkB and1MB, with parameters, = 808 B and
a = 0.69. Extrapolatingthis tail until infinity would not
only yield an infinite variance(dueto o« < 2) but also
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aninfinite expectationasa < 1. Although half of the
e-mailswerelessthan2 kB, aroundonein 100hada size
of morethan1MB in all threeTraces(includingthe mo-
dem/ISDNresidentialaccess!).Note thatin practice,all
measurediistributionswill shaw afinite maximumvalue.
However, experienceshavs thatmeasurementsicluding
more samplesreveal larger maximum valuesand shav
distributionwith powertails up to highervalues.
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Figure4: CCDF of SMTP mail size S,,,q;;. Powertail fit
includedfor TraceC with parameters;; = 808 B and
a = 0.69.

Thehighvarianceof e-mailfile sizesS,, 4. is reflected
in the duration7;,,4;; of mail transfers,as can be seen
in the variancegivenin Table2 aswell asin the CCDF
plottedin Figure5, whichshawvsthatalthough90% of all
mail transfercanbedonein underonesecondn thehigh
speedscenario®f TracesA andC, onein 100mailstakes
morethanoneminuteto transferdueto its large size.

Whereaghe high varianceof e-mail sizesandthe cor-
respondingransfertimes could be anticipatedfrom the
obsenation thatfile sizestendto have heary-tailed dis-
tributions,the fact thatsomeothercomponent®f SMTP
delayarealsohighly variantmaybe unexpected.

The sener reactiontimes T;,..; and Ty ox andthe
client and sener round-trip reactiontime Tp 474 Shov
a very high varianceat leastin TracesB and C. The
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Figure5: CCDFof SMTPmail uploadlateng 7,4

sener greetingtime, depictedin Figure 6, additionally
reveals a protocol problemin TraceC: In 13% of all

SMTP connectionsa mail sener waitedexactly 30s af-

ter the TCP connectionwas establisheefore greeting
the client. This systematiaddefectmay have several rea-
sons. A failure of a reversenamelook-up by the SMTP
sener or a failure to contactthe IDENT serviceon the
mail client may leadto atime-out,or thelong lateng is

theresultof overloadprotectiononthe mail sener. With-

outthesel3% of the samplesthe meangreetinglateny

in TraceC wouldbereducedrom 5.8s (Table2)to 2.2s,
butthevariancen thisreactiontime, rangingfrom around
100msupto morethanoneminute,would still be high.

The sener reactiontime for sendingthe 250 CK reply
aftercompletionof the mail transferis Tysrox . Its distri-
bution is depictedin Figure7. The power tail fit added
for TraceC hasparameterss; = 75msanda = 1.2.
Although in somecasesan SMTP sener canobviously
send this application layer acknavledgmentafter less
than100ms,therearecasesvhenthis processakesmore
than one minute. Messagedelivery problemsrelatedto
excessve valuesof T o x have beenreportedasearlyas
14yearsago[19], but obviously notall recommendations
of this RFC have beenimplemented/et.

As sketchedn Figure2, four commandsindrepliesare
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exchangedbetweenSMTP client and sener before the
uploadof an e-mail in the minimum “good” caseat the
beginning of an SMTP/TCPconnection.To transferfur-

thermailsin the sameconnectionthe clientissuesa re-

setcommandRSET) andcontinueswith the sequencef

MAI L FROM RCPT TOandDATA. Consequentlyalso
later transfersin a connectionare precededby at least
four commandsThedistributionof Noasp givenin Fig-

ure 8 shaws that, dependingon the numberof recipients
of themessagehis numbercanalsobemuchhigher The
concentrationof probability at around53 commandsn

TraceC (the final stepin Figure8 correspond$o more
than160o0f the 324k mail messages} anindicationof a
popularlimit of SMTPsenersto accepimailsfor atmost
50 recipientsat the sametime. Due to the muchsmaller
numberof mails in TracesA and B, the valuesin this

probability rangehave no significancefor thosetraces.

Thedistribution of thetime T 5 p it takesto transmit
andprocesghe SMTPcommand/replsequencess plot-
tedin Figure9. Althoughthe numberof commandse-
fore ane-mailis justfour in mostcasesa powerlaw dis-
tributionis found betweeraroundl s and100s in Traces
B andC for T p. The Paretotail fit addedfor TraceC
hasparametersy = 455 msanda = 1.12. In addition
to the variancein N¢j,rp, packetlossesandretransmis-
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Figure8: CCDF of the numberof commandsheforean
e-mailis uploadedvia SMTPfor TracesA, B andC.

sionswith TCP’s exponentialback-of may be responsi-
ble for the high variancein T3, p. This presumptionis
backedby the obsenation of aroundl1 % repeatectlient
commandsand around3 % repeatedsener responsef
TraceC, indicatingpacketdost on both sidesbehindthe
measuremergoint.
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Figure 9: CCDF of duration of SMTP commandex-
chang€Tl¢y p. Pawer tail fit includedfor TraceC with
parameters, = 455 msanda = 1.12.

Whereasall of the abore measureslescribedcharac-
teristicsor the performanceelatedto singlee-mails,the
durationof an SMTP/TCPconnections alsodetermined
by the numberof e-mailsuploadedin the sameconnec-
tion. Thedistribution of the numberof mailsperconnec-
tion is givenin Figure10. Thereis anobviousdifference
betweerthe always-onscenarioof TracesA andC and
the dial-up scenarioof TraceB wherethe probability of
transmittingmultiple message# an SMTP connection
is oneto two ordersof magnitudehigher presumablybe-
causeuserstendto composea numberof e-mailsbefore
they dial into the network and thentransmitthem asa
batchto the sameprovider's mail sener.

3 RetrievingE-Mails (POP3/IMAP)

The PostOffice Protocol,version3 (POP3)[15] is usu-
ally employedfor computerswhich are not alwayscon-
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nectedo thelnternetto accessnailboxeson mail seners
andretrieve mail messageo thelocal computer An al-
ternative protocolis the InternetMessageAccessProto-
col (IMAP) [16], which is not as popularas POP3but
alsoallowsremotemailboxadministration As therewere
only around100IMAP connectiongapturedn TracesA
and B, statisticallysoundresultsfor IMAP canonly be
givenfor theanalysisof TraceC.

3.1 Protocols

Similar to SMTR the POP3andIMAP protocolsconsist
of sener greeting,commandexchangeand mail trans-
fer phases. In contrastto SMTR POP3and IMAP in-

clude userauthentificatiorafter the sener greeting,and
the commandexchangephasesanbe very short,asthe
mostrelevant information for the client (the numberof

e-mailsin the mailbox)is sentby the sener afterauthen-
tication (andmailbox selectionin the caseof IMAP).

Thesketchin Figure11 shovsthe commandsequence
andthecorrespondingandomvariabledor amessagee-
trieval in POP3.

Client

DNS
Server
1L A A X
POP [ - - time
o Z X X > H H
Server ; , > O O 4% gx- . k] tr_ansferof 3
zz 9L < Q085 & S mail message Q
68 5z3 w&° W = (download) =
= 5) = O2 a © T
+0 O £ IS
3 °a ® 5
F < & 8

Figure11: Messagesequencéor DNS lookup, TCPcon-
nectionset-up POP3commandxchangeandmail down-
load. TCP Acknowledgmentpacketshave beenomitted
afterconnectiorset-up.

3.2 Measurement Results

The latencies,sizesof e-mailsand numbersof e-mails
transmittedper POP3or IMAP connectionobsened in

TracesA, B andC aresummarizedn termsof meanval-

uesand coeficients of variationin Table 3. The mean
valuesfrom the POP3resultsfor thethreetracesarealso
visualizedin Figure 12. The resultsfor IMAP connec-
tionsin TraceC have beenomittedfrom Figure12 asthe
extremelylongmeandurationof commandxchangeslid

notfit in with the opticalcomparisorio the POP3results.
For bettervisualization, Trerr and Ty.qii, Which both
have meanvaluesof morethan10sin TraceB, hadto be
depictedout of scalefor TraceB.

DNS lookups were obsened before 11% (16%) of
the POP3connectionsapturedin TraceA (B). As with
SMTR thelocationof themeasuremengointfor TraceC
restrictedthe DNS-POP3or DNS-IMAP sequencesec-
ognizedto thosewherethe client hostsentDNS requests
directlyto senersoutsidethelocal campusetwork.Cor-
respondinglythe frequeng of seeinga DNS lookup re-
latedto a POP3(IMAP) connectiorin TraceC wasonly
0.2% (2.3%). As with SMTP (seeTable 2), the mean
DNS lookup latencieswere below 1sin mostcasesput
the obsened variancewas very high. The correspond-
ing distributionfunctionsfor thecomparableaseof DNS
lookupsprecedingHTTP/TCPconnectionsanbe found
in [2] for TracesA andB.

The main componentof meandelaysin all tracesis
the commanddialoguebetweenclient and sener, even
thoughit is impossiblefor the packetheaderanalysisto
distinguishbetweertheretrieval of a shortmail message
andthe mail sener’s outputto a LI ST command list-
ing the contentsof a large mailbox (cf. Section1.3.3).
Consequentlythe obsened e-mail sizesarethe resultof
a superpositiorof the actualdistribution of e-mail sizes
andthe sizesof senerrepliesto LI ST commandsFrom
the point of view of traffic modeling,thisis notanissue
asthe correspondingraffic needsto be carriedover the
network. However, the size statisticsfor receved mails
arestrongly influencedby the frequeng of LI ST com-
mands,ascanbe seenin the plot of the CCDF of e-mail
sizesin Figure13 andin themeanvaluesin Table3.

A comparisonof e-mail sizesin CFigures4 and 13
shavsthatin TracesA andC (IMAP) the shareof small
transfers(multi-packetmailbox listings or very shorte-
mails) is high, leadingto the meanmessagesize being
lower thanin the SMTP case,which partially explains
why the meanrecevved messagés smallerthanthemean
transmittednessageBesideghis effect, theusualheary-
tailed distribution of file sizescanbe seennicely in the
POP3resultsof TraceC, wherea power tail fit with pa-
rameterse, = 0.53kB anda = 0.83 hasbeenaddedto
the graph, closely following the distribution of message
sizesbetweenl kB and1 MB.

The greetinglateny 7,..; obsered from POP3and
IMAP senerswas shorterthanin the SMTP case,asa
comparisonof CFigures6 and 14 reveals where espe-
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Figure 12: Meanlatenciesin POP3connectiondor TracesA, B andC. In orderto maintainreadability the extremely
large meanvaluesof Trrrr and1,,.;; have not beendrawn to scalefor TraceB. Only a partof the connectionsvere
precededy DNS requests*The DNS latenciesfor TraceC do not have the samestatisticalbasisasin TracesA andB

(seetext).

Table 3: Mean and coeficient of variation of latenciesfor the differentstagesof a POP3or IMAP connection,mail
sizesS,,.i; andnumberof e-mails N, ;s retrieved during one connection.Randomvariables’, denotethe latencies

definedin Figurel1.

TraceA: POP3 TraceB: POP3 TraceC:POP3 TraceC:IMAP
mean Cy mean Cy mean Cy mean Cy
Tons 0.4s 8.6 09s 4.1 0.4s 18.3 5.7s 12.7
Tsyn 0.06s 15.0 0.6s 2.7 0.3s 27.1 0.8s 1.4
Tyreet 0.3s 11.7 1l1s 2.2 0.3s 45 0.4s 1.3
Tewmp 2.6s 1.6 50s 5.3 38s 4.2 42.0s 1.1
TrETR 0.6s 5.0 94s 4.6 41s 3.0 0.2s 1.5
Trnail 0.1s 47.2 104s 84 19s 17.9 0.2s 1.8
Smail 4.2kB 12.7 36.0kB 8.2 10.4kB 10.9 2.8kB 0.8
Nmaits 0.15 8.8 041 6.6 0.06 11.3 1.18 2.1
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Figure13: CCDF of POP3andIMAP mail sizes.Pawver
tail fit includedfor TraceC (POP3)with parameters, =
0.53kB anda = 0.83.

cially the tail probabilitiesarearoundone orderof mag-
nitudelower for POP3andIMAP senersthanfor SMTP
seners.

The POP3or IMAP commandexchangephasein all
traceshave beenobseredto takeaverylongtimein some
cases.Thelongestexchangesvereobseredwith IMAP,
dueto the slightly differentmodeof operationcompared
to POP3: An IMAP client can maintain an opencon-

Figure14: CCDF of obseredgreetinglateng 7,..; of
POP3or IMAP seners.

nectionto the IMAP sener and-— insteadof repeatedly
polling the sener asa POP3client would do — wait until
the sener notifiesthe client of new e-mails. In the trace
analysisthisis countedaspartof thecommandxchange
phase]eadingto the obsenred exceptionallyhigh values
of Tearp for IMAP. Also countedn T p arethecases
whenPOP3clientslease connectionopento the sener
andrepeatedipoll thesenerto seef nev messagebave
arrived. This behaior seemsto have found increased



popularitysincethetime whenTraceA wasrecordedas
the distribution tails for T, p foundin TracesB andC
differ significantlyfrom TraceA.
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Figure 15: CCDF of durationof POP3or IMAP com-

mandexchangeS ¢y p.

The time it took (after a POP3RETR or an IMAP
FETCH command)to actually download an e-mail was
found to vary over more than six ordersof magnitude.
Whereas6% of theretrievals(mostlymulti-packetmail-
box listings) in TraceA took lessthanaround1 ms, the
actual transferof large e-mails could easily take more
than a minute. Especiallythe transferof large e-mails
over the slower modemor ISDN linesin TraceB were
obseredto takemorethan15min.
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Figure16: CCDF of POP3or IMAP mail downloaddu-
rations7 a4 -

The distributions of the numberof e-mailsretrieved
in the samePOP3or IMAP connectionare depictedin
Figure 17. The intersectionpoints of the complemen-
tary distributionswith the vertical axis give the ratio of
connectiondransportingat leastone message:Only in
12% (TraceA), 18% (TraceB), 2.5% (TraceC:POP3)
and25% (TraceC:IMAP) of all connectionsherewasat
leastone e-mailtransferred.The restof the connections
were usedonly to checkfor new mails, with the sener
telling the client thattherewere no new mails available.
The numberof POP3connectionsvherenen mailswere
downloadedis higherin TraceB thanin TracesA andC
becauseauserswith atime-chageddial-up connectionto

the Internettendto checktheir mailboxeslessfrequently
than“always-on”users.

On the other hand, the shareof connectionswith e-
mail transferss higherwith IMAP thanwith POP3.An
IMAP sener canautomaticallynotify amail clientwithin
anexisting IMAP/TCP connectiorwhenanew e-mailar
rives. Thereforeit is advantageousor the client to keep
anIMAP connectioropento the mail sener andwait for
new mailsevenif initially therewasno newv mail avail-
able. Consequentlythe meandurationof IMAP con-
nections(388s in TraceC) wasaround50 timeslonger
thanthat of POP3connectiong8sin TraceC and7sin
TraceA) andthe meannumberof messages an IMAP
connectionwas also found to be much larger thanin a
POP3connection(seeTable3).

T Trace A POP3

Trace C POP3
Trace C IMAP

0.1

ccdf

0.01 |-
0.001 foovvvferseesnen i o e |

0.0001 |

| Lol
1 10 100
Number of E-Mails per Connection
Figure 17: CCDF of the numberof E-Mails retrievedin
a POP3or IMAP connection.Pawer tail fit includedfor
TraceC with parameters, = 0.22 anda = 1.44,

Althoughthe majority of theconnectionglid nottrans-
port ary e-mail messageat all, someconnectionsvere
usedto downloada large numberof e-mails. The graphs
in Figure17 indicatethatthe numberof e-mailsfoundin
POP3connectiongollows a power tail distribution, al-
thoughthe dataonly supporthis statementor two orders
of magnitude.The power tail fit addedto the graphfrom
TraceB hasparametersg = 0.22 anda = 1.44. As
mentionedabore, the dial-up usersobsered in TraceB
polledtheir mailboxeslessfrequently Consequentlythe
numberof messagesetrieved perconnectionin TraceB
was correspondinglyhigher The distribution has the
samegeneralshapeasthat of N,,4;;5 in TracesA or C
but its tail shavsvaluesoneorderof magnitudehigherin
probability.

With an averagedurationof 23.5s, the POP3connec-
tions obsered in TraceB lastedthreetimesaslong as
thoseobseredin TracesA andC. Ontheonehand thisis
dueto thelower accesdine speedof modem/ISDNIlines
comparedo LAN or ADSL accesgo thelnternet,which
causeshedownloadof ane-mailmessagéo takelonger
Onthe otherhand theincorvenienceandcostassociated
with the dial-in procedurepreventsusersfrom checking
their mail morefrequently Consequentlythe chanceof
retrieving a new e-mail messagen a POP3connection



andthe numberof messagegetrievedin eachconnection
isincreased.

4 Conclusions

Exchanginge-mail messagess — after Web accessand
file sharing— one of the most popularand widely used
service offered on the Internet. Although TCP makes
e-malil traffic elasticin termsof the requireddatarate
and althoughe-mail is one of the classic“store andfor-
ward” technologiegif regardedonthe applicationlevel),
usersexpectinteractive performancenot necessarilyfor
the end-to-enddelivery of e-mail messagebut for their
interactionwith a mail programs userinterface. E-mail
programsthatblock accesgo a local mailbox or evento
the whole computerwhile e-mailsare transmittedto or
retrieved from a mail sener have shiftedthis tradition-
ally asynchronouserviceinto the focusof Internetper
formanceanalysis.

Extensve application-level analysisof packetheader
tracesallowed us to evaluatetraffic characteristicand
performancemeasuregsor SMTR POP3andIMAP con-
nectionsasthey occurredn reallife whenthetraceswere
recorded.For the majority of smalltransfersthe perfor
manceof all protocolsis severelylimited by dialoguese-
tweenclient andsener and sener reactiontimes, which
cannotbe significantlyreducedby increasinglink band-
width on the Internetbut calls for operatorgo offer low
lateny accessechnologies.

It was expectedand confirmedthat e-mailshave the
samekind of highly variantsizedistributionsasmostfiles
transferrecbnthelnternet.In addition,high variancedis-
tributionswith power tail exponentsa. = 0.7...1.5 were
alsofoundin othermeasuredike the numberof e-mails
retrievedin aPOP3connectiorandin mostreactiontimes
or dialoguedurations.
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